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A growing body of literature on methods and outcomes to leverage Twitter data in different domains 

reveals both large potentials and limitations of this innovative data source. However, these data are of an 

exceptional interest for demographers and health professionals as it brings in valuable real-time insights 

on demographic processes, mobility and human behavior, and which – as proved by many studies – 

frequently foresees official estimates. Getting comprehensive insights on shifts in fertility intentions 

beforehand through Twitter and hence understanding consequences for urban planning and changes in 

demand for services might a handy tool for researchers, city planners and policy makers. This study is 

built upon an extensive sample of over 100.000.000 tweets with geographic coordinates or location tags 

retrieved using real-time streaming API for the period from 2015 to 2018 in continental Spain. As a 

reference data we use official national and regional statistical datasets which are provided as aggregated 

time-series of births and deliveries and in the form of spatial grids with fertility estimates at minimal spatial 

resolution of 250 sq.m. in Andalusia. To identify focus group of Twitter users and analyze sentimental 

scores and latent semantic structures of their timelines we apply a wide range of machine learning 

techniques. Overall, this paper aims to show the potential of Twitter as a rich and timely data source valid 

for monitoring (‘nowcasting’) and anticipation of demographic trends, shifts and spatial distribution, 

introducing a significant added value to the official statistical production. 
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Introduction 

Fertility nowcasting, forecasting and its digital traces 

Monitoring (or, in current terms ‘nowcasting’) and forecasting fertility is of paramount importance in 

several domains. Fertility is a key component of population projections, and it is therefore crucial to 

produce reliable estimations of its current levels (nowcasts), including for purposes of short-term 

predictions for both developing and affluent countries (Tomas Sobotka, 2004). Living in a society that 

changes more and more rapidly, we now require tools that are capable of monitoring these changes in real 

time, without the need to anticipate census operations or large surveys. 

In general, and despite UN projections for the beginning of the XXI century (UN, 2001), the pace of 

fertility decline in more than 15 countries in sub-Saharan Africa, several countries in Asia and Latin 

America has slowed down, thus pointing out to the need of reconsideration of assumptions and sources 

included in the forecast, as estimating demographic indicators for developing countries is rather 

challenging in general terms (Alkema, Raftery, Gerland, Clark, & Pelletier, 2012).  In developed countries, 

on the other hand, monitoring fertility, specifically its short-term fluctuations, becomes increasingly 

important, especially for measuring the effects of shifts such as the one provoked by the Great Recession 

(Matysiak, Sobotka, & Vignoli, 2018; Ramiro-Fariñas, Viciana-Fernandez, & Montañes Cobo, 2017; T. 

Sobotka, Skirbekk, & Philipov, 2011). Upon the whole, it is highlighted by multiple studies that the 

variations in fertility trends have direct and significant effects on the future size and age structure of the 

population (Bongaarts, 2008; Casterline, 2001).  

At the global, regional and national level, population projections are built upon a variety of sources such 

as national censuses, vital registrations, immigration statistics and demographic surveys. New and 

innovative data sources, like web engine search queries or social media posts could complement existing 

practices and provide new insights into demographic behavior by relying on the ‘digital breadcrumbs’ that 

fertility decisions leave (Billari, D'Amuri, & Marcucci, 2016; Zagheni & Weber, 2015). These ‘Big Data’ 

therefore offer hints on short-term changes of fertility intentions, as well as on fertility trends and the 

geographical distribution of fertility. For this reason, 'nowcasting' - the prediction of the present using 

complementary information (R. Varian & Choi, 2009), introduces a significant added value to the official 

statistical production at a marginal cost, with the data produced by third parties (Struijs, Braaksma, & Daas, 

2014).  

Twitter as data source: justification of choice and limitations 

Twitter is an online news and social networking service on which users post and interact with short 

messages known as “tweets”. Twitter is somewhat a unique social media platform in terms of its 



infrastructure, providing a large part of the generated data through an Application Programming Interface 

(API). Although Twitter is at lower levels with respect to Facebook and WhatsApp in terms of the total 

number of monthly active users, its data have the advantage of being available much more easily and in 

real time. 

Along with other social media platforms, Twitter has shown a significant forecasting potential (Asur & 

Huberman, 2010): tweeting rates and sentiment polarity are commonly used  for sales (Dijkman, Ipeirotis, 

Aertsen, & van Helden, 2015) or movie market revenues and rating predictions (Schmit & Wubben, 2015; 

Shim & Pourhomayoun, 2017). Network communication, influences on user opinion and information 

diffusion also appear within widely distributed research topics, especially in the context of electoral 

campaigns (Baviera 2018; El Bacha & Zin, 2019; Jungherr, 2016). It is worth mentioning the issue of 

Twitter data non-representativeness as a rather debated topic: whereas some studies find a particular 

skewness in user profiles towards more economically and educationally advantageous urban populations 

beneficial (e.g. ´elite´ behavior for political communication) (Blank, 2017), others maintain the discussion 

on its limitations and ambiguity for making valid inferences in other domains open (Mellon & Prosser, 

2017; Soto et al., 2018; Tufekci, 2014). Another caveat for researchers might be hidden behind the 

peculiarities of how the location of Twitter messages is recorded: we discuss this matter in detail with 

regards to our specific study in the next section. Nevertheless, it has been proven that for certain aspects 

(e.g. population density estimation, mobility or urban land use) mobile phone records, surveys and 

geolocated Twitter data produce similar results at fine spatial scales. (Barlacchi et al., 2015; Patel et al., 

2016). 

Broadly, analytical insights using Twitter as the primary source for analyzing various aspects of population 

and demographic patterns can be grouped into following categories: 

1. Public health topics, including mental health and psychological wellbeing: 

a. Monitoring the prevalence of unhealthy eating behavior (Abbar, Mejova, & Weber, 2015; 

Widener & Li, 2014), specifically regarding obesity or diabetes patterns (C. Nguyen et al., 2017; 

Ghosh & Guha, 2013; Harris, Moreland-Russell, Tabak, Ruhr, & Maier, 2014; Karami, Dahl, 

Turner-McGrievy, Kharrazi, & Shaw Jr, 2018) and physical activity (Nguyen et al., 2016; Zhang 

et al., 2013). 

b. Improving disease surveillance (Gomide et al., 2011; K. Lee, Agrawal, & Choudhary, 2013), 

tracking the transmission (Sadilek, Kautz, & Silenzio, 2012) and prevalence of diseases, with 

special attention given to predicting trends in seasonal influenza (Achrekar, Gandhe, Lazarus, 

Ssu-Hsin, & Liu, 2011; Broniatowski, Paul, & Dredze, 2013; Li & Cardie, 2013; Nagar et al., 

2014). 



c. Exploring trends in tobacco, alcohol and drug use, most commonly included as part of a wider 

analysis aiming to build a comprehensive picture of spatial differentiation at a neighborhood 

level (Meng, Kath, Li, & Nguyen, 2017; Nguyen et al., 2017). 

d. Detecting signs of depression, self-harm, and suicidality (Cavazos-Rehg et al., 2016; Yang & 

Mu, 2015). 

2. Comprehensive analysis of neighborhoods, event detection and social response: 

a. General classification of space and environmental exposure (Hansen Andrew et al., 2013); 

characterization of urban areas (R. Lee, Wakamiya, & Sumiya, 2013; Wakamiya, Lee, & Sumiya, 

2011). 

b. Event detection (C.-H. Lee, Yang, Chien, & Wen, 2011), estimation of crowd sizes (Botta, 

Moat, & Preis, 2015), geographical models of behavior (R. Lee & Sumiya, 2010b; R. Lee, 

Wakamiya, & Sumiya, 2011) and crime analysis (Ristea, Andresen, & Leitner, 2018).  

3. Stratification of Twitter population by socio-demographic characteristics and analysis of 

demographic processes: 

a. Profiling the Twitter population (e.g. predicting age, gender and ethnicity) (Culotta, Kumar, & 

Cutler, 2015; Fink, Kopecky, & Morawski, 2012; Mislove, Lehmann, Ahn, Onnela, & 

Rosenquist, 2011; Luke Sloan, 2017; Wood-Doughty, Andrews, Marvin, & Dredze, 2018; 

Yildiz, Munson, Vitali, Tinati, & Holland, 2017). 

b. Chronic stress expressed in Twitter language and cardiovascular mortality (J. Eichstaedt et al., 

2018; J. C. Eichstaedt et al., 2015). 

c. Human mobility at national and cross-border scales (Blanford, Huang, Savelyev, & 

MacEachren, 2015; Jurdak et al., 2015; Zagheni & Weber, 2015). 

d. Attitudes on fertility and parenthood  (Sulis et al., 2016). 

e. Connecting demographic behavior and trends with “soft” measures: complementary 

information on attitudes, values, feelings or intentions (Mencarini, 2018; Sulis, Lai, Vinai, & 

Sanguinetti, 2015).  

The last two aspects have not yet been extensively studied. In this paper, we focus on the development of 

both a conceptual framework and a methodological workflow that allows to comprehensively analyze 

fertility fluctuations in time and space using Twitter data.  



Objective 

This paper evaluates the usefulness of Twitter big data for fertility research and explores potentials and 

limitations for leveraging these data. More precisely, we aim to utilize geolocated1 and geotagged2 Twitter 

data as a way of nowcasting fertility intentions and short-term fertility changes in time and space.  

  

                                                 
1 Containing precise coordinates (latitude and longitude), registered and emitted by device used for tweeting 
2 Marked with a location name chosen by user from a drop-down list of 20 closest locations at the moment of posting 



Data and Methods 

Primary source 

This study is built upon an extensive Twitter sample retrieved using real-time streaming API which covers 

four years of user activities (2015-2018), and either contains precise tweets’ coordinates (i.e. longitude and 

latitude) or information on tweets’ location deliberately added by users. This sample represents over 100 

million of tweets and is limited by bounding box (extreme coordinates) of continental Spain.  

Geocoding tweets 

A plethora of studies highlights the importance of geolocated Twitter data, and suggests that these data 

can substantially improve our understanding of continuous human mobility (Hawelka et al., 2014; Zagheni, 

Garimella, Weber, & State, 2014), social interactions (Grabowicz, Ramasco, Gonçalves, & Eguíluz, 2014; 

Osman, Ahmad, Halizah, & Basiron, 2017) and behaviors in response to certain events (C.-H. Lee et al., 

2011; R. Lee & Sumiya, 2010a). However, since April 2015 Twitter collects, stores and uses the precise 

location only for tweets posted by users who have intentionally enabled the option to Share Precise Location 

feature on their devices. Once this feature is enabled, users posting via official Twitter application can 

optionally attach a location from a dropdown list (such as a city, neighborhood or a specific name of a 

place i.e. point of interest) of their choice to a tweet. Tweets geotagged by users and posted prior to 

aforementioned date by default include both a location label and device’s precise location (Kinder-

Kurlanda, Weller, Zenk-Möltgen, Pfeffer, & Morstatter, 2017). As the privacy implications of geocoding 

became more transparent to Twitter users in April 2015, this resulted in a sharp decrease in the number 

of posts with precise location, and by the beginning of 2018 geo-tagged tweets represented only about 2% 

of all tweets and 3% of Twitter users (Burton, Tanner, Giraud-Carrier, West, & Barnes, 2012), thus severely 

limiting the potential of large-scale analyses. Nevertheless, if users who do not opt for enabling 

coordinates-sharing choose instead to tag their tweets with a particular location from a drop-down list 

with 20 closest locations – and if this tag is specific enough – it is then possible to infer the coordinates 

from the location name. In particular, this study aims to maximize the geographic component of analysis 

by inferring spatial location associated with a Twitter message based on 1. location tags via StreetMap 

Premium geolocator3 and 2. information contained in proper Twitter messages and user profiles. In 

posterior steps of analysis we take into consideration potential differences in demographic composition 

of users who use coordinates-sharing and those who opt for geotagging (L. Sloan & Morgan, 2015).  

                                                 
3 StreetMap Premium is based on commercial street reference data from leading global and local street data suppliers and is 
provided by Esri Spain under correspondent licensing conditions. 



Annotation and sentiment analysis 

After removing accounts that are classified as unsuitable for the analysis, spammy or automated, the text 

in each tweet is cleaned and annotated based on the natural language processing toolkit which contains 

pre-trained Universal Dependency models for Spanish and English languages (Wijffels, Straka, & Straková, 

2018).  The annotated dataset enables us to identify different parts of speech4 and work with lemmas 

(instead of stems5). We then assign sentimental score to every term in a tweet based on the available for 

academic research Spanish and English lexicons and calculate overall tweet polarity.  

Focus group identification 

To identify the focus group (i.e. group of users who have posted tweet/tweets of direct relevance to 

childbirth and/or pregnancy topics at any point of time during the study period and thus are considered 

possessing a direct interest in these topics) we filter the entire dataset by key lemmas (e.g. “embarazo”, 

“pregnant” and so on, slightly expanding the dictionary suggested by (Sulis et al., 2016)) and then classify 

a small random sub-sample within this selection into the categories listed in the Table 1 in order to create 

a corpus on pregnancy and childbirth. 

Table 1 Definitions used for manual sample classification 

 Relevance Description 

Class 1 Direct Individuals tweeting about own pregnancy/childbirth; 

Class 2 

Indirect 

Individuals tweeting about pregnancy/childbirth of people they know, a 

friend or family member, or 

Class 3 Individuals tweeting about the topic without indication of direct 

involvement in the process of either pregnancy or childbirth; could be 

politics, expression of opinion on the news, or 

Class 4 Professionals tweeting about the topic e.g. photographers, product sales 

and so on; 

Class 0 Off-topic Complete irrelevance, noise. 

Upon construction of such corpus, we automate and generalize the identification of focus group in the 

entire sample by using machine learning techniques. Some features of this dataset (e.g. its intrinsically 

                                                 
4 Here we give our preference to primarily nouns and adjectives, however for descriptive frequency and co-occurrence analysis 
we also include verbs. 
5 Lemmatization (the process of converting a given word to the base form of all its inflectional forms) considers the 
morphological analysis of the words, whereas stemming algorithms work by removing the end (and sometimes the beginning) 
of a given word. 



unbalanced structure with small subset of words naturally appearing more frequently in the text with 

respect to other words) imply that several balancing techniques (e.g. Term Frequency-Inverse Document 

Frequency, or tf-idf as commonly referred to in text analytics) are to be used to increase the predictive 

performance of the global method.  

In the following step, we test several algorithms most commonly used for supervised text classification 

(including Support Vector Machines (Basu, Walters, & Shepherd, 2003) and Neural Networks (Patil, Gune, 

& Nene, 2017)), and implement the most suitable one to create a model with appropriate level of accuracy. 

To assess the predictive performance of the models, we analyze confusion matrices and calibrate the model 

until the highest level of specificity is reached.  

Finally, in the last step, we use this trained and tuned model to predict classes on the rest of the filtered by 

key lemmas dataset. 

Topic modelling 

We narrow down our sample by selecting entire tweeting timeline for each user in the focus group, 

leveraging this selection to discover its latent semantic structures. To do so, we test various steps for an 

adequate temporal aggregation and evaluate different unsupervised classification machine learning 

methods suitable for topic modelling (e.g. Latent Dirichlet Allocation technique (Welbers, Van Atteveldt, 

& Benoit, 2017)). Additionally, we conduct a descriptive frequency analysis of terms and hashtags with the 

selected time step using a naïve Bayes approach (also known as a bag-of-words approach) (Proksch & 

Slapin, 2009).  

Spatial analysis 

Furthermore, we perform a series of spatial operations to analyze distributions and clusters in the dataset 

corresponding to the focus group, testing it for dependencies with the ground truth measurements.  

In the first instance, we target to identify locations of the most frequent activity (i.e. presumably home and 

work places) for users in the focus group. For each user, we identify density clusters for the entire period 

of tweeting timeline, which we then classify into home and work locations based on the cluster size and 

most prevalent tweeting time. 

Using the Getis-Ord Gi* statistic we identify statistically significant hot and cold spots for the clusters of 

tweets associated with home user locations across Spain. We also perform an emerging hot spot analysis 

to identify trends in the clustering of point densities in a so-called space-time cube.  



Possessing data on fertility estimates at the 250 sq.m. grid level in Andalusia, we first aim to analyze the 

relationship between density of tweets in a focus group within these geographical units and fertility 

outcomes. On the further steps, we scale down this analysis to the grid level of 10 sq.km. with national 

coverage. 

Ground truth data  

The reference data on population used in this study are retrieved from official statistical sources and 

contain: 

1. Aggregated to regional (autonomous community of Andalusia) level daily counts of deliveries 

(2012-2017)6 

2. Spatial grid with fertility estimates (Total Fertility Rates and Standardized Fertility Rates (SFR) 7) 

at 250 sq.m. and 1 sq.km. resolution 

3. Aggregated at national level daily counts of births (2012-2016)8 

4. Spatial grid with fertility estimates at 10 sq.km. resolution9 

Preliminary results 

In this section we present some of the preliminary results obtained when working with Twitter and 

Ground Truth data for the region of Andalusia and period of 2015-2016 only. As mentioned previously, 

the objective of this study is to perform the analysis at the national scale with an extended temporal 

coverage.  

General trends 

After applying rolling average smoothing techniques on both national daily births (Error! Reference 

source not found.)/regional daily deliveries(Figure 2) counts and tweets of the focus group in Andalusia, 

we observed similar pattern in both time-series within a given time period.  

                                                 
6 Source: Longitudinal Population Register of Andalusia, Institute of Statistics and Cartography of Andalusia. URL 
https://www.juntadeandalucia.es/institutodeestadisticaycartografia/fecundidad/index-en.htm  
7 SFR smoothed indicators for the first birth are calculated per cell (250 sq.m and 1 sq.km) of residence during the follow-up 
period of 12 years since 2001 and represent unique fertility maps stratified by sex and observation period. To reduce the 
variability of the indicator for small populations local Bayesian smoothing technique is applied.  This method not only uses the 
information from the cell itself, but also considers cell “environment” to obtain a larger population and consider its influence 
on the fertility of a given cell. Based on bootstrap techniques a smoothed indicator with credibility intervals at an established 
confidence level is obtained, and classification of cells into 5 fertility groups is defined: low, moderately low, similar to the 
Andalusian average, moderately high and high. URL 
https://www.juntadeandalucia.es/institutodeestadisticaycartografia/fecundidad/metodologia/metodologia_mapa.pdf  
8 Source: Spanish National Institute of Statistics URL http://www.ine.es/welcome.shtml  
9 Currently in production. 

https://www.juntadeandalucia.es/institutodeestadisticaycartografia/fecundidad/index-en.htm
https://www.juntadeandalucia.es/institutodeestadisticaycartografia/fecundidad/metodologia/metodologia_mapa.pdf
http://www.ine.es/welcome.shtml


Figure 1 Tweeting behavior in the focus group versus daily birth counts at the national level 

 

Figure 2 Tweeting behavior in the focus group versus daily delivery counts at the regional level 

 



Term co-occurrence 

As part of the exploratory analysis, we evaluated co-occurrences between different parts of speech in the 

text. The graph displayed in Figure 3 shows aggregation of consequent nouns and adjectives into distinct 

thematic clusters in a single user profile with several clusters indicating pregnancy-related topics 

(highlighted in yellow).  

Figure 3 Co-occurrences of lemmas in a single user profile (aggregated for one month) 

 

 

However, if aggregated to a wider time range (e.g. several months as shown in Figure 4) patterns become 

less visible and overgeneralized.  

 



Figure 4 Word cloud of the most common lemmas appearing in a single user profile (aggregation for 3 

months) 

 

 

Spatial patterns 

Exploratory maps for the urban areas of Seville (Figure 5a) and Málaga (Figure 5b) reveal distinct 

patterns. Whereas in Málaga tweeting rates of the focus group are higher in the periphery of the city and 

tend to coincide with areas of more intense SFR, Seville – the largest tourist hub of the province – sees a 

concentration with higher tweeting rate in the focus group within the city center characterized by low 

indicators of SFR. 
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Figure 5 Tweeting rates in focus group versus fertility intensity in Andalusia  

a.  

b.  

               

   

 



Summary and future steps 

Analytical insights using Twitter as the primary source are becoming increasingly popular for the analysis 

of various aspects in different domains, including analysis of population and demographic patterns. This 

paper targets to evaluate suitability of non-traditional data sources like Twitter for studying trends and 

patterns of fertility on the example of Spain. We use Twitter data with different geographic precision as a 

way of nowcasting fertility intentions and short-term changes in time and space. We enrich the analysis by 

testing the results of text mining against ground truth data provided by the Spanish National Institute of 

Statistics and the Institute of Statistics and Cartography of Andalusia. Overall, this paper aims to show the 

potential of Twitter as a rich and timely data source valid for the monitoring (‘nowcasting’), anticipation 

of demographic trends, shifts and spatial distribution, introducing a significant added value to the official 

statistical production. 
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