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Abstract 
 
Social media data such as from Twitter have been used in many fields. Demography, the discipline dealing 
with numbers the most among all social science disciplines, has been slow in taking advantage of the 
abundance of Twitter data. The biggest concern is the representativeness of Twitter users for population. 
This study is to evaluate the extent to which Twitter users (mis)represent the population across different 
demographic groups. We conduct the research at the county level in the U.S. from 2014–2017 using 96% 
geotagged tweets. The specific aims are to: extend and refine already developed methods for imputing the 
gender, age, race/ethnicity, and county of residence of each Twitter user; use these imputed values to 
assess the (mis)representativeness of Twitter samples at the county level; and explain the determinants of 
biases. If successful, this research will open the door for demographers to take advantage of rich Twitter 
data. 
 
1. Introduction and Research Objectives 
 
Social scientists heavily rely on surveys and census data to study social problems and phenomena. 
However, it is challenging to use these data to study the fast-changing world due to two limitations of 
traditional survey and census data: 
 

• Survey and census data collection is slow, labor intensive, and expensive. This applies to small-
scale surveys, large-scale national surveys, and census data. 

• Many important population characteristics and behaviors cannot be measured well by traditional 
surveys employing robust probability sampling. For example, in the minutes after a disaster, crime, 
or terrorist event, what percentage of the population is fearful? What if we wish to assess the degree 
of anger immediately after the announcement of a jury verdict in a highly publicized case? Or the 
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level of attentiveness to unplanned public health announcements? In each of these examples, it 
would be difficult to field a probability-based survey in real time, and respondents may not be able 
to reconstruct how they felt or behaved at the time of the event, even if interviewed just a few days 
later. 

 
Social media data provide significant opportunities for social scientists to study social problems and 
advance social sciences by overcoming the limitations of traditional survey and census data. Social media 
data, including those from social networking services (such as Twitter, Facebook, Instagram, and LinkedIn), 
and other types of online interaction, are rich sources. Of these, Twitter provides a highly accessible Big 
Data stream and has drawn interest from scientists in computer science [1], political science [2,3], urban 
studies [4], public health [5,6], and behavioral science [7]. Because it is possible to follow individual Twitter 
users over time and across space, demographers have used Twitter data to track population movements 
[8], suggesting that Twitter data could track refugee flows or migration flows following natural disasters 
before such population movements can be detected by surveys or censuses.   
 
However, authors of Twitter posts—Twitter users—are not representative of the general population. This 
diminishes confidence in the findings and limits the ability of such studies to contribute to bodies of literature 
based on high-quality sample surveys. Therefore, Twitter data has been strongly resisted by social 
scientists, especially sociologists and demographers, largely because of concerns about the data’s 
representativeness of the population as a whole and because we know little about the demographic 
characteristics of the users [7,9]. We know that Twitter users tend to be younger. But this is a generalization 
averaged across the entire nation. In this paper we seek to assess the magnitude of the (mis)representation 
for all 3,144 US counties. That will provide a preliminary assessment of the extent of bias if Twitter data 
were applied to problems such as migration, or to highly localized events such as floods, mass shootings 
or disease outbreaks. Specifically, we seek to quantify the county level departures of Twitter data from 
Census based data with respect to the distribution of age, sex, race and ethnicity. We do this by applying 
methods that can impute these traits from geotagged Twitter data. Second, we explore key covariates that 
we expect will be associated with greater or lesser departures from representativeness.  
  
In some cases the departures from representativeness are large, but potentially within the range that is 
typically correctable in low-response sample surveys. Thus, an important implication of our research is that 
it may be possible to apply survey-based methods of post-stratification weighting to make Twitter samples 
more representative.  
 
We will conduct the research at the county level in the United States from January 2014 to December 2017, 
primarily replying on the tweets that we have been collecting since July 2013 (40 TB of data so far). Our 
database includes 96% of all geotagged tweets (the rest were lost mostly due to Internet disconnections). 
Ground truth data come from the U.S. Census Bureau’s American Community Survey (ACS) estimates. It 
should be noted that this study is not to develop new methods for estimating Twitter user demographics. 
Rather, it is to utilize the best methods/tools that have already been developed, largely by computer 
scientists, and evaluate the extent to which Twitter users (mis)represent the population as a whole and 
corresponding demographic groups in different regions. It should also be noted that this manuscript reports 
preliminary results using 2014 data only; we are conducting analyses using 2014–2017 data and will report 
the results in a later version. 
 
This study has two major contributions. First, we provide the necessary evaluation of generalizability of 
Twitter data for population-related research before social scientists accept the use of Twitter data for their 
research. Our research findings will tell whether and how the Twitter data can be generalized to the 
population by gender, age, race/ethnicity and migration status, using replicable procedures. Second, we 
seek to understand the extent to which the Twitter data are biased relative to population data, and the 
determinants of the biases. Knowing the generalizability and replicability of Twitter data for population is 
and should be the first step for almost all population research involving Twitter data. This study focuses on 
the evaluation. If successful, this research will significantly advance population science. It will open the door 
for demographers and sociologists to take advantage of rich Twitter data. This project will also strengthen 
research in many other social science disciplines that use demographic data.  
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2. Background 
 
Research on demographic processes, population health, crime, and many other topics rely heavily on 
government and government-funded survey research, including highly focused studies for specific 
purposes (“designed data”) [11]. These data, the result of rigorous research designs intended to maximize 
precision and minimize bias, are employed at multiple scales to address many key research and policy 
questions. However, the data collection process is often labor intensive and expensive, and the release of 
the collected data typically occurs more than a year later. In response, researchers have for decades 
advocated for supplementary data sources that are more nimble [12].  
 
2.1. Promises of Big Data 
 
In recent years, Internet connections and smartphones have become ubiquitous, and Location Based 
Services have advanced. These changes mean that massive amounts of user-generated digital information 
are now being generated and becoming increasingly accessible for analysis. In comparison to designed 
data, digital information is directly collected from a large group of individuals with no predefined criteria and 
is thus deemed "organic." Such data come from a variety of platforms and media, such as archived 
newspapers, web search histories, social media outlets such as Facebook and Twitter, personal blogs, 
Wikipedia entries, and others and are often referred to as Big Data [13]. Big Data have spurred the 
development of advanced information-technology-based novel scientific methods and theories among 
computer scientists, which in turn may enable social scientists to integrate Big Data into their domain-
specific knowledge and research topics [14]. Demographers have begun to utilize Big Data, as reflected in 
recent publications in general science journals [15–17], demography, methods, and public health journals 
[18–22], including a recent special issue on Big Data [23]. The trend is likely to continue, as suggested by 
the many Big Data papers presented at recent annual meetings of the Population Association of America 
(e.g., [24–28]). 
 
The potential of Big Data lies in the ability to collect massive amounts of information from a large group of 
individuals. With the global adoption of social media, social media user populations have expanded to an 
unprecedented level. It is estimated that among approximately 2.5 billion non-unique users, Facebook, 
Google+, and Twitter account for over half of the users [29]. The large N allows the potential for high 
resolution classification and the possibility of generating samples of individuals in small or hard-to-reach 
populations, assisting in the real-world study of various population dynamics. In addition, Big Data allow 
researchers to track changes in populations very quickly, in real time. For example, researchers have used 
mobile phone data for dynamic population mapping and estimation [15] and have performed near-real-time 
assessments of population displacement following disasters [30]. Google search query data were used to 
detect influenza epidemics [31], and Twitter emotion data were used to predict stock market changes [32].  
 
Among the various sources of Big Data, Twitter has attracted special attention because it is accessible to 
researchers [1,33,34].  Due to privacy concerns, the mobile phone call data are privileged and are not 
publicly accessible; Google search query data are also criticized for a lack of transparency. Proprietary data 
are not ideal for replicability in scientific findings or for conducting comparative studies across different 
regions [1,35]. That said, Twitter data are accessible. Twitter is arguably the most popular information 
source for the scientific research community due to its accessibility [36]. Twitter API allows researchers to 
access its data with certain restrictions [37]. For example, researchers can access Twitter data by 
downloading real-time tweets (with a limit of 1% of the data in the data stream) via the streaming API or by 
purchasing the entire Twitter posts (tweets) archive via the enterprise API [38]. 
 
A second strength of Twitter data is that the geolocations of tweets either are geotagged or could be 
inferred. Because of the popularity of accessing Twitter via smartphones, one of the important and unique 
data products from Twitter are geotagged tweets, which are tweets tagged with real-world locations derived 
from Twitter users’ smartphones with integrated GPS or Wi-Fi positioning. Compared to non-geotagged 
tweets, geotagged tweets are significantly lower in terms of data volume. Around 3% of all tweets worldwide 
were geotagged in 2012 [39]. However, recent research has developed methods to infer Twitter user 
locations based on users’ profiles or from their social networks because less than 10% of Twitter user 
profiles are made not publicly accessible [40]. A geocoder based on a simple major cities gazetteer and 
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relying on the user-provided Location and Profile fields is able to geo-locate more than one-third of all 
tweets with high accuracy when measured against the GPS-based baseline [39]. A critical evaluation of 
state-of-the-art network-based methods for performing geolocation inference was conducted by Jurgens et 
al. [41], who tested nine geolocation inference techniques at the global scale, all presented at top-tier 
conferences [42–50]. They also released the implementations of these methods in an open-source geo-
inference package [41]. Combined with the capability of continuously monitoring a large group of Twitter 
users, such data offer a great potential for long-term migration and short-term human behavior studies. 
Geotagged Twitter data have already been used to integrate the dimensions of internal and international 
migration [8] and to study mobility patterns at global [51] and national scales [52,53].  
 
A third strength of Twitter data is that its contents can be mined for valuable information. Although tweets 
are composed and disseminated for the purpose of social networking, the data provide more information 
by representing various forms of interaction, such as social ties embedded in the friendship network; 
attitudes and discourses toward certain political, cultural, and even personal topics; and behavior through 
the message content or movement across space. Therefore, Twitter data have been applied in a number 
of social science domains, such as social trend/movement, public health, migration, and mobility. Twitter 
data were used to examine political behavior [54] and in tracking drug abuse trends, including problem 
drinking [55], nonmedical use of Adderall among college students [56], and marijuana concentrations 
across the U.S. [57]. Complex and time-sensitive studies of migration activities also benefit from using 
geotagged Twitter data. For example, several studies use Twitter to explore migration flow patterns [58], 
estimate refugee migration patterns [59] and to test existing migration theories, such as the relationships 
between short-term mobility and long-term migration [60], and some have suggested that Twitter data can 
serve as a barometer for migration flows, providing timely migration information before the availability of 
the official statistics [8].  
 
The merits of social media and Twitter data just discussed excite some in the research community. They 
believe that social media data provide researchers with a useful tool to study public opinion in times and 
places in which surveys are unavailable [61]. Twitter data can also provide a useful complement to existing 
household survey data and even potentially replace survey data if none are available [62].  
 
2.2. Challenges of Using Twitter Data 
 
However, others in the research community are apprehensive about using Big Data, including Twitter data. 
One of the most serious concerns is centered on the characteristics and representativeness of the data 
[63]. When using social media data for population research it is critical to be able to generalize the results 
to the whole population. But this ability is limited by some unknowns of Twitter data. When using Twitter 
API, data sampling is controlled by Twitter and little is known about its sampling methodology. More 
importantly, selection bias exists in Twitter data because the demographics of the Twitter users are 
unknown, and certain demographic groups are known to be over- or underrepresented. For example, 
researchers found Twitter users are not a representative sample of the population as a whole, tending to 
skew towards young, urban, minority individuals [64]. Other research suggests that more social media users 
tend to be younger [65], socioeconomically advantaged [66,67], and not proportional in terms of male users 
and female users, leaving the results biased and invalid without any calibration  [68]. For example, the age 
bias was found to affect attempts to predict political elections from Twitter sentiments [69]. Almost all the 
studies that use Twitter data for migration study purposes also documented this limitation [8,52,58–60]. 
Thus, without addressing the problem of selection bias, generalization from populations of social media 
users may lead to unreliable results. Multiple research lines began looking into addressing such issues by 
proposing methods to estimate the characteristics of Twitter user demographics, such as gender and 
race/ethnicity estimation based on names [70–72] or on Twitter user profile images via image recognition 
services or even by crowdsourcing efforts using humans doing the estimation [68], but such efforts have 
not fully evaluated their proposed methods. 
 
Still other concerns about using Twitter data in research include: the hardships of dealing with slang, 
sarcasm, and unconventional forms of written expression, including hashtags, emoticons, and acronyms 
[63]; dealing with the fact that not all Twitter users are humans but bots, which can distort the results; and 
managing the cost of obtaining, storing, and cleaning the massive datasets from Twitter [63,73].  
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3. Estimate Twitter User Demographics at the County Level   
 
As mentioned earlier, one of the major concerns of social scientists in using social media data in population 
research is selection bias. Twitter users are not representative of the overall population [74]. To address 
the selection bias, the very first step in using Twitter data for population research is to understand the 
demographic characteristics of Twitter users. Therefore, Research Aim 1 is to utilize a combination of 
existing best methods and tools to estimate Twitter user demographics by gender, age, and race/ethnicity. 
Although the methods and tools we use already exist, to our best knowledge no studies have ever used 
them collectively to achieve the best estimates. Also, no studies have estimated Twitter user demographics 
using such massive data as we propose using.  
 
The age of a Twitter user will be estimated by using a facial recognition service provided by Microsoft Azure. 
The gender information of a Twitter user will be estimated based on the first name extracted from the user 
profile matching to a first name database from Facebook profile pages [75]; if the first name information is 
absent, it will be estimated based on the profile image using the facial recognition service of Microsoft 
Azure. The race/ethnicity of a Twitter user will be estimated based on the user’s last name extracted from 
the user profile matching to the U.S. Census Bureau’s surname database for race/ethnicity and facial 
recognition services as provided by Face++ [76] and Kairos [77]. We have three race/ethnicity groups: 
Hispanic, non-Hispanic White, and non-Hispanic Black. Figure 1 illustrates the overall flow of demographic 
estimates. The following subsections detail the components and methods to be used. We have conducted 
preliminary analysis with the geotagged tweets dating from January 1 to December 31, 2014, in the 
contiguous U.S. [78]. We report our preliminary findings in corresponding subsections below. 
 

 
Figure 1. The Flow Chart for Estimating Twitter User Demographics by Gender, Age, and Race/Ethnicity  
 
3.1. Twitter Data Collection and Extraction 
 
Twitter data are categorized into geotagged and non-geotagged tweets. The difference is that geotagged 
tweets are tagged with a location. Such a location is represented by a pair of latitude and longitude 
coordinates, which are usually derived from location-based service enabled smartphones with integrated 
GPS or Wi-Fi positioning. The geographic locations are considered to have high spatial resolution down to 
10 meters [52]. It is worth mentioning that the accuracy of locations estimated from mobile phone call 
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records is in several kilometers [15]. Thus, the use of geotagged tweets for research provides better 
geographical accuracy than mobile phone-based data, which may be important when finer geographic scale 
is important. The location information of non-geotagged tweets can be derived from user profiles with self-
reported addresses or inferred from the content history the user’s tweets [64,79] or based on user 
relationships [42].  
 
Our team has been collecting geotagged tweets over the entire globe since June 2013 by using the publicly 
accessible Twitter streaming API [80]. To overcome the 1% data download limit [51], where the number of 
downloaded tweets cannot exceed 1% of the total number of tweets in the data stream, we divided the 
entire globe into multiple regions and collected data over these regions simultaneously. In this way, we 
downloaded approximately 96% of all geotagged tweets worldwide. The current global data collection is 
over 40 TB in size. To manage and process such a large volume of data with efficiency, we have been 
utilizing the cyberinfrastructure resources and high-performance computing environment allocated and 
supported by the Bridges supercomputer at Pittsburgh Supercomputing Center [81].  
 
We have already developed a suite of MapReduce [82] programs to process the dataset in a parallel fashion 
based on distributed computing environment provided by the Bridges supercomputer. We will open source 
these programs available to the public. First, we extract several fields of information from each tweet, 
specifically, the unique user id (user_id), username (name), screen name (screen_name), language of the 
message (lang), location of the tweet (loc), and timestamp of the tweet (t) (in its local time zone). For non-
geotagged tweets, we first extract the location from users’ profiles and then derive the social networks for 
each user, which are used to refine and determine a user’s location based on geo-inference techniques 
from aforementioned studies. Based on the given location, second, we use a program [53] to extract all the 
geotagged tweets that fall in the United States. Third, we will assign each geotagged tweet to a 
corresponding U.S. county (there are 3,144 counties or equivalents in the U.S.) using the same program. 
At this stage, each tweet is represented by a tuple 〈𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢_𝑖𝑖𝑖𝑖,𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛, 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠_𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛, 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙, 𝑙𝑙𝑙𝑙𝑙𝑙, 𝑡𝑡, 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐_𝑖𝑖𝑖𝑖〉. By 
matching the unique user id, all the tweets that are posted by the same user are appended together and 
sorted based on the timestamp in chronological order as this user’s historical tweet collection, which is 
illustrated below: 
𝑈𝑈𝑈𝑈𝑈𝑈𝑟𝑟𝑖𝑖  ∀ �𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢_𝑖𝑖𝑑𝑑𝑖𝑖 ,𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒𝑖𝑖, 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠_𝑛𝑛𝑛𝑛𝑛𝑛𝑒𝑒𝑖𝑖 , 𝑙𝑙𝑙𝑙𝑙𝑙𝑔𝑔𝑖𝑖 , 〈𝑙𝑙𝑙𝑙𝑐𝑐1, 𝑡𝑡1, 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐_𝑖𝑖𝑑𝑑1〉�〈𝑙𝑙𝑙𝑙𝑐𝑐2, 𝑡𝑡2, 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐_𝑖𝑖𝑑𝑑2〉… |〈𝑙𝑙𝑙𝑙𝑐𝑐𝑗𝑗 , 𝑡𝑡𝑗𝑗, 𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐_𝑖𝑖𝑑𝑑𝑗𝑗〉� 
where 𝑖𝑖 represents the ith Twitter user in the list, and j refers to the jth county. 
 
Because we are interested in studying the demographics of Twitter users and their relations with the actual 
population, we need to remove non-human Twitter user accounts (i.e., bots). This task is non-trivial [83]. 
Many approaches were developed to address this issue, such as using machine learning approach [84] 
and looking at the ratio between the number of a user’s followers and followings [85]. For geotagged tweets, 
a simple yet popular heuristic is based on the speed of the displacement between two consecutive tweets, 
i.e., a user with tweets with a reallocation speed greater than 1000 km/hour (i.e., the typical speed of an 
airplane) is removed from the study [51–53]. Further, to focus on the resident population rather than tourists, 
we will impose a criterion that a Twitter user is considered to be a "resident" when the user is observed to 
have a time interval between the first and last tweet of more than 30 days in the same county [86]. Note 
that this one-month criterion is subjectively defined but strict to ensure that observed Twitter population are 
actively observed in their home county (at least over a month). We will explore shorter time intervals and 
other possible methods such as a frequency-based approach for distinguishing residents from tourists in 
future research. 
 
In our preliminary analysis, we started with all tweets collected in 2014—over 2.9 billion tweets generated 
from 27.3 million Twitter accounts worldwide, over 3 TB in file size. Based on the given location, we 
extracted all the geotagged tweets that fall in the contiguous United States, which reduces the data 
collection to approximately 1.2 billion tweets from over 6.4 million Twitter accounts (counted based on 
unique Twitter user ids). Further, we assigned each geotagged tweet to a corresponding U.S. county (of 
3,105 counties in the contiguous U.S.). After removing non-human Twitter user accounts and tourists, the 
total geotagged Twitter user population in the preliminary study was reduced to approximately 835 million 
tweets produced by 3.78 million unique Twitter users. 
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3.2. Twitter User Gender Identification Based on First Name Database and Image Recognition 
Techniques 
 
To identify the gender of Twitter users, a popular method used in recent research is to probabilistically 
determine a user’s gender by using the first name of the user and matching its occurrence in a first name 
database. In the database, each first name is associated with a probability of being a female or male [70–
72]. Such first name databases vary in different studies, such as those based on electoral registers and 
telephone directories in the UK [87] or generated from social security card applications in the U.S. [88]. In 
addition, researchers have generated a first name database from Facebook profile pages with a collection 
of 23,363 total first names [89]. This first name database utilizes a probabilistic approach similar to that of 
the social security first name database, where each name in the collection has the counts of name 
occurrences labeled as male or female. This Facebook first name database is found to achieve 96.3% 
accuracy of gender estimation when applied to Facebook users [89]. Another advantage of this first name 
database is that it provides an additional database for gender identification, where the name list contains 
nicknames and the counts of occurrences of the nickname labeled as male or female. Considering the 
aforementioned advantages of this first name database and the fact that Twitter and Facebook have a 
highly overlapping user group, where over 90% of Twitter users  also use Facebook [90], we employ this 
first name database for Twitter user gender identification.  
 
To ensure more accurate results using the Facebook first name database, we perform several rounds of 
data cleaning on the first names derived from our Twitter dataset. First, we remove special characters, such 
as emoji, from the username and the screen name. If the name has a prefix, such as "A. John Doe" or "Mr. 
John Doe," the middle name is assigned as the first name of this user. The derived first name is then sent 
to the first name database to find its match. Note that in cases where a user has provided a full name with 
first name, middle name, and surname, both the first name and middle names are kept to query the name 
database when there is no match for the first name. If the name appears in the first name database, we 
calculate the gender probability based on the fraction of occurrences that were labeled as male or female. 
If there is no match in the first name database, we continue the search on the nickname database in the 
same manner. Finally, the name is assigned the gender with the higher probability. In our preliminary 
analysis, the gender information of 70% of users can be identified based on the combination of first name 
and screen name. 
 
Although the first name-based approach for Twitter user gender estimation is promising, in many cases 
Twitter usernames and screen names are missing, incomplete, or intentionally misspelled, or there are 
simply no matches in the first name database. Indeed, there are approximately 30% of Twitter users in our 
preliminary study whose gender cannot be determined based on their first names. To estimate gender for 
these Twitter users and to improve the overall accuracy in Twitter user gender identification, we also 
analyze Twitter users’ profile images using the Microsoft Azure Face API [91]. Specifically, a URL to a 
Twitter user’s profile image is generated based on the user’s screen name, which is then sent to the Face 
API. The Face API returns the gender information for the person in the image. Although many Twitter users 
provide unusable profile images, such as cartoon avatars or scenery pictures, the Face API does improve 
the overall gender estimation, where the gender recognition accuracy is 90.86% [21].  
 
We use the gender estimates collectively from the first name-based approach and the Face API approach. 
If the two estimates agree, the user’s gender information is retained. If they disagree, we use the results 
from the Face API to replace the gender estimated by first names with a probability value less than 0.8. If 
there are two or more persons in the image supplied to the Face API, we compare the gender information 
estimated from the Face API to that from the first name-based estimate; we retain the gender estimated 
from the first name-based approach as long as there is one person from the Face API with the same gender. 
Overall, with the combined efforts from the first name and the Face API approaches, 80% of all Twitter 
users can be identified with a gender in our preliminary analysis. 
 
3.3. Twitter User Age Estimation with Image Recognition Techniques 
 
The age of a Twitter user is estimated based on the user’s profile image using the Microsoft Azure Face 
API, which is an image-based facial recognition service. A URL to a Twitter user’s profile image is generated 

http://bibtex/?cite=Luo2016ExploreChicago
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based on this user’s screen name, which is then sent to the Face API. The Face API returns the 
corresponding age estimation for the person in the image. It can provide fairly accurate age estimation from 
the provided image, where the mean absolute error for real age estimation is 7.62 [92], much more accurate 
than age estimation using first names [72]. Age estimation based on first names needs to classify the first 
names into a collection of probabilities across different age groups, which is highly unreliable due to the 
recurrence of first names in different age groups. In our preliminary research, 45% of geotagged Twitter 
users can be estimated with an age on the basis of facial characteristics. The remaining users have profile 
images that are considered invalid, such as cartoons, animals, and scenery pictures; the Microsoft Azure 
Face API can recognize these images but return a Null value for age estimation. 
 
3.4. Twitter User Race/Ethnicity Identification Based on Surname and Facial Recognition 
Techniques 
 
Surnames carry rich information related to a person’s geographic, social, and demographic background 
[87]. The U.S. Census Bureau provides a surname database with frequently occurring surnames from the 
2010 census [93]. This database contains 162,255 names, and each surname is associated with a self-
reported race/ethnicity probability, i.e., each surname in the database is provided with a probability of being 
the corresponding race/ethnicity group. In this study, we focus on three race/ethnicity groups: Hispanic, 
non-Hispanic White, and non-Hispanic Black. We match the derived surnames in the name database and 
get corresponding probabilities for the three race/ethnicity groups, which is similar to the approach used for 
estimating a user’s gender based on first names. The derived probability of each surname belonging to one 
of the three race/ethnicity groups is represented as 〈𝑃𝑃ℎ ,𝑃𝑃𝑤𝑤 ,𝑃𝑃𝑏𝑏〉, where 𝑃𝑃ℎ is the probability of being Hispanic, 
𝑃𝑃𝑤𝑤  is for non-Hispanic White, and 𝑃𝑃𝑏𝑏  is for non-Hispanic Black. Note that if the language of the Twitter 
message is labelled as "es" (i.e., Spanish), the probability of this person being Hispanic is 100%. In our 
preliminary study, 52% of geotagged Twitter users are identified with a race/ethnicity category. We will 
further implement facial recognition services as provided by Face++ and Kairos, which provide the 
capability of estimating the race/ethnicity information of a user detected in an image. However, these facial 
recognition services are still in early stage of development and their accuracy has not been well tested and 
documented. We will test the accuracy of these facial recognition services, and if reasonable, use them for 
enhancing our racial/ethnic estimates. 
 
Although the preliminary study is based on geotagged tweets, the methods used in the study to estimate 
Twitter user demographics by gender, age, and race/ethnicity are independent of the geographical locations 
of the tweets, instead relying on information from a user's profile, i.e., name, screen name, and image. This 
means that the same methods can be applied to non-geotagged Twitter data and even other social media 
data with similar user profile structures. 
 
4. Evaluate the Representativeness of Twitter User Demographics  
 
Based on the estimated Twitter user demographics from Research Aim 1, Aim 2 is to evaluate the 
(mis)representativeness of Twitter user demographics by comparing them with the demographics of census 
ACS estimates. Aim 2 also involves an explanatory analysis of the biases. As census estimates are 
aggregated over predefined areal units, such as census tract, county, state, etc., it is necessary to prepare 
the Twitter data to be aggregated to the same areal unit, i.e., the county level in this study.  
 
4.1. Aggregate Twitter Users to the County Level 
 
For each individual Twitter user, the resident county is assigned by determining the most frequently tagged 
county in each year in the user’s tweet collection. Twitter users, with their demographic characteristics 
(gender, age, and race/ethnicity), are aggregated to their corresponding counties. We also obtain county-
level population estimates from the ACS for each county, including estimates for total population, different 
age groups, genders, and each of the three racial/ethnic groups. 
 
In our preliminary study using 2014 geotagged Twitter data in the continental U.S., we estimated the 
demographics of each Twitter user, and then aggregated them to the county level by 11 demographic 
groups: females, males, age groups (20–24, 25–34, 35–44, 45–54, 55–64, and 65+), Hispanics, non-



9 
 

Hispanic Whites, and non-Hispanic Blacks. We calculated the percentages of each Twitter user 
demographic group, and compared to the corresponding percentages of each population demographic 
group from the ACS estimates. We measured the bias by the median percentage error and median absolute 
percentage error for each demographic group at the county level; the results are shown in Table 1. As 
expected, Twitter users at ages 20–34 are over-represented while other age groups are under-represented. 
The biases for gender and race/ethnicity are difficult to explain. This is partly due to the fact that the 
percentage error measures are sensitive to distributional features in the data (e.g., skewed distributions) 
and do not provide simple and intuitive descriptions of the biases. Therefore, we will develop a 
representation index in the next step. We also use the Symmetric Mean Absolute Percentage Error 
(SMAPE) measures [94–96] to evaluate biases because of their two advantages: (1) the SMAPE scales 
the same for small proportions (e.g., percent Hispanic) and large proportions (e.g., percent Male), facilitating 
comparisons; and (2), it allows a computation of an average SMAPE for multiple criteria (e.g., a single 
summary measure that is the average error for gender, age, and race/ethnicity).  

 
Table 1. Biases of Twitter User Estimates at the County Level in 2014 

 Population 
Median 

Twitter 
Users 

Median 

Median 
Percentage 

Error 

Median 
Absolute 

Percentage 
Error  

Female 50.4% 52.3% 4.2% 8.3% 
Male 49.6% 47.7% –4.2% 8.3% 
Age 20–24 10.1% 28.5% 173.7% 173.7% 
Age 25–34 19.1% 49.3% 155.6% 155.6% 
Age 35–44 18.3% 14.3% –20.7% 26.0% 
Age 45–54 19.8% 5.2% –74.5% 74.5% 
Age 55–64 18.7% 1.9% –90.1% 90.1% 
Age 65+ 22.5% 1.4% –93.7% 93.7% 
Non-Hispanic White 89.2% 72.6% –15.9% 17.6% 
Non-Hispanic Black 2.3% 12.6% 369.4% 369.4% 
Hispanics 4.1% 5.9% 31.6% 45.7% 

 
4.2. Measures of Representativeness 
 
We know that Twitter users are not representative of the population as a whole and that the use of Twitter 
data for population research could easily involve sampling biases. Before we seek insights to model and 
explain the determinants of biases, we need to get a better sense of the representativeness of the Twitter 
user population versus the population estimates from the census across counties. We will create measures 
to evaluate how representative Twitter users in each county are of the total population in each county. Our 
first measure is a representation (r) index, which is defined as: 

 𝑟𝑟𝑗𝑗 = (
𝑇𝑇𝑗𝑗
𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎

/
𝑃𝑃𝑗𝑗
𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎

)       (Eq. 1) 
where, 𝑇𝑇𝑗𝑗  denotes the number of Twitter users in county 𝑗𝑗 , 𝑃𝑃𝑗𝑗  denotes the population in county 𝑗𝑗 , 𝑇𝑇𝑎𝑎𝑎𝑎𝑎𝑎  
denotes the number of total Twitter users, and 𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎 denotes the total population of the U.S. A value of 𝑟𝑟𝑖𝑖 
equal to 1 indicates that the percentage of Twitter users in county 𝑗𝑗 is equal to the national average of 
Twitter users. A value of 𝑟𝑟𝑗𝑗 greater than 1 indicates an overrepresentation of Twitter users in county 𝑗𝑗. A 
value of 𝑟𝑟𝑗𝑗 less than 1 indicates an underrepresentation of Twitter users in county 𝑗𝑗. Figure 2 shows the 
representation index for the continental U.S. in 2014. Twitter users are overrepresented in metropolitan 
areas and underrepresented in rural areas.  
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Figure 2. Representation Index for All Twitter Users in 2014 
 
We can also apply Eq. (1) to each demographic group. We provide basic statistics of the representation 
index for each demographic group in Table 2. Twitter users are over-represented at ages 20–34 but under-
represented at other age groups. The representation index decreases as the age group becomes older 
(Appendix 1).  
 
Table 2. Representation Index of Twitter User Estimates at the County Level in 2014 

 Mean Median Standard Deviation 

Female 1.06 1.04 0.17 
Male 0.95 0.96 0.16 
Age 20–24 2.76 2.74 1.05 
Age 25–34 2.49 2.56 0.82 
Age 35–44 0.79 0.79 0.33 
Age 45–54 0.27 0.25 0.14 
Age 55–64 0.12 0.10 0.08 
Age 65+ 0.08 0.06 0.06 
Non-Hispanic White 0.93 0.84 0.32 
Non-Hispanic Black 10.52 4.69 16.33 
Hispanics 1.65 1.32 1.22 

 
Non-Hispanic Black and Hispanic Twitter users are over-represented (Table 2). Non-Hispanic Black Twitter 
users are under-represented in the south and southeast but over-represented in the rest of the country 
(Figure 3a). This is in contradictory to the distribution of non-Hispanic Black population. Also, although 
Hispanics have a smaller percentage of the total population in the northeast, Hispanics in this region use 
Twitter more than those in the other regions (Figure 3b). This contradiction might be due to the fact that the 
representation index (r) is skewed by the denominator.  
 

 
(a) Non-Hispanic Black 

 
(b) Hispanics 

Figure 3. Representation Index for Non-Hispanic Blacks (a) and Hispanics (b) in 2014 
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Therefore, our second measure of representativeness is a relative representation difference (rrd) that 
compares each demographic group’s Twitter representation and all Twitter users’ representation. That is:  

𝑟𝑟𝑟𝑟𝑟𝑟𝑗𝑗ℎ = 𝑟𝑟𝑗𝑗ℎ − 𝑟𝑟𝑗𝑗      (Eq. 2) 
 
where ℎ denotes a demographic group ℎ, 𝑟𝑟𝑗𝑗ℎ denotes the representation of demographic group ℎ in county 
𝑗𝑗, and 𝑟𝑟𝑗𝑗  denotes the representation of all Twitters users in county 𝑗𝑗. A positive rrd indicates that the 
corresponding Twitter demographic group over-represents the Twitter user population in a county. A 
negative rrd indicates that the corresponding Twitter demographic group underrepresents the Twitter user 
population in a county. Figure 4 shows the relative representation difference for Hispanics in 2014. In 
general, we see that Hispanics are more likely to use Twitter than other race/ethnic groups in areas where 
Hispanics are less concentrated. Specifically, Hispanics are more likely to use Twitter than other 
racial/ethnic groups in the less-urbanized areas of the Northeast and Midwest and are less likely in the 
Southwest, Florida, Chicago and urban areas along the eastern seaboard, which are places where 
Hispanics are concentrated. We do not know the reason for this spatial pattern (which is exactly why we 
propose to understand the biases of Twitter demographics versus population demographics) but one 
possibility is that it reflects a heterogeneous process of Hispanic migration. Regardless, this underscores 
that we cannot use Twitter data in its raw form—not only are the biases large, but also the size of the biases 
are different in different places and for different groups.  
 

 
Figure 4. Relative Representation Difference for Hispanics in 2014 
 
To summarize, the representation index is a global measure that considers Twitter users and population 
across all the counties. The relative representation difference serves as a local measure that compares a 
demographic group to the population. Because Twitter users and the population are heterogeneously 
distributed across the geographical space, to understand whether there are spatial patterns of the biases 
regarding the representativeness of the Twitter user population, we perform Local Indicators of Spatial 
Association (LISA) to understand the geographical distributions of the two representativeness measures 
[97]. The results from the preliminary studies show the existence of statistically significant spatial clusters 
of the biases (Appendix 2), possibly contributed by a set of structural factors across the areal units [78]. 
 
5. Determinants of Under- or Over-representation 
 
We next model the under- or over-representation of demographic groups among Twitter users. Related 
studies have suggested several potential determinants that can contribute to the biases. As Twitter data 
are essentially Internet data, multiple factors affect the adoption, access, and usage patterns of the new 
technology, which lead to a digital division of the population. For example, Internet access is strongly 
correlated with various sociodemographic dimensions such as income, age, education, and gender [98]. 
People with lower incomes in the U.S. are less likely to have smartphones; this is particularly true of older 
residents, whose smartphone ownership can be as low as 16% [98]. Some research found that the Twitter 
user population is skewed towards younger adults, people with higher education level are more likely to 
use Twitter, and that the ratio between Twitter users and the whole population is significantly higher in 
urban areas than in rural areas [68]. We model the determinants of biases in linear functions using the 
following covariates: (1) rural or urban setting, (2) density of mobile-phone tower and Wi-Fi coverage, (3) 
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income and education levels, and (4) the proportion of corresponding demographic groups. Their 
descriptive statistics are provided in Table 3. 
 
Table 3. Variables and Descriptive Statistics 
Variable  Description Mean Median Standard 

deviation 
Min Max 

Rural Rural or metro areas  
     (1 = rural; 2 = metro) 

0.35 0 0.48 0 1 

High school % having high school degree 35% 35% 7% 9% 64% 
College % having college degree 30% 30% 5% 13% 47% 
Income Median household income ($) 46,358  44,731  11,940  19,146  123,966  
Internet # high-speed Internet providers 2.16 2 0.98 0 5 

Notes: data for Internet speed are from the Federal Communications Commission 
(https://www.fcc.gov/internet-access-services-reports); data for all other variables are from the US 
Department of Agriculture Economic Research Service (https://www.ers.usda.gov/data-products/county-
level-data-sets/download-data; https://www.ers.usda.gov/data-products/rural-urban-continuum-codes). 
 
In our preliminary analysis, we fit ordinary least squares (OLS) regression models to examine the 
determinants of under- or over-representation of demographic groups among Twitter users. The dependent 
variable is the representation index of each demographic group as calculated in the previous section. The 
independent variables are rural status, high school, college, income, Internet, and the percentage of the 
corresponding demographic group in a county. If an independent variable has a statistically significant (p 
<=0.05) association with the representation index, the sign (positive or negative) of the coefficient is 
reported in Table 4. Female and male Twitter users are under-represented in rural counties. The 
representation of Twitter users in most demographic groups has a positive association with the income 
level of a county, but a negative association with the educational attainment. Existing studies suggest that 
people are more likely to use Twitter if they are well educated and have higher income. The conflicting 
finding may be due to the possible collinearity among the income and education variables. In our next step 
we will create a community disadvantage index (CDI) to integrate income, education, and unemployment 
variables. The representation index increases as the Internet coverage increases for females, males, age 
group 20–54, and non-Hispanic white.  
 
Table 4. The Sign of Coefficients of the Ordinary Least Squares Regression Models (Dependent Variables 
= Representation Index) 
Dependent variable Rural High 

school 
College Income Internet % demographic 

group 
Female – – – + + + 
Male – – – + + + 
Age 20–24    + +  
Age 25–34  – – + + + 
Age 35–44  – – + + + 
Age 45–54  – –  + + 
Age 55–64  – –  – + 
Age 65+ – – – + – + 
Non-Hispanic White  +  + + – 
Non-Hispanic Black +  +  – – 
Hispanics  + – –  – 

Note: only statistically significant (p <=0.05) coefficients are reported. % demographic group refers to the 
percentage of the corresponding demographic group population. 
 
The representations of non-Hispanic black and Hispanic Twitter users are very different from the other 
demographic groups. Non-Hispanic black Twitter users are over-represented in rural counties than in metro 
counties, and more represented in lower Internet coverage areas than in higher ones. Hispanic Twitter 
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users are more represented in lower income counties than higher ones. These puzzling results need further 
investigation, by (1) creating a CDI index, (2) examining the bivariate relationship and possible nonlinear 
relationships between the dependent variable and each independent variable, and (3) adding the relative 
representation indices as dependent variables.  
 
6. Next Steps 
 
This draft presents preliminary results of the generalizability of Twitter users for population. By using a 
combination of multiple existing methods for demographic estimates of Twitter users, we were able to 
estimate demographics for a higher percentage of Twitter users. We also created two indices to measure 
the representation of Twitter users. While our findings echo those from existing studies showing higher 
usages of Twitter by younger population and minorities, our findings also suggest a strong spatial 
heterogeneity of Twitter usages.  
 
Between now and the 2019 annual meeting of the Population Association of America (PAA), we will focus 
on investigating the determinants of under- or over-representation of Twitter users as discussed in the 
previous section. We will also use data from 2014–2017 to re-conduct the analyses. In addition, we will 
compare the 100% tweets with geotagged tweets in terms of the representation of Twitter data. Only a 
small percentage of tweets are geotagged and thus our geotagged tweets are not representative of all 
tweets. To deal with this issue, in future research we will purchase 100% tweets in the first week of October, 
2014–2017 from Twitter Inc., which include both geotagged and non-geotagged ones, to test the difference 
in representativeness of the two types of Twitter data. 
 
A further step beyond this PAA study would be to develop and validate weights to generalize Twitter data 
for population research. We will develop and compare five types of weighting procedures to generalize 
Twitter data for population research; we will assess whether weighted Twitter-based estimates come in line 
with population parameters and assess the replicability of these procedures for out-of-sample predictions. 
The five weighting procedures are: simple ratio weights, raking extension, propensity scores, matching 
methods, and multilevel regression with post-stratification [99,100]. If one of these methods achieves high 
levels of validity, it will be a breakthrough for using Twitter data for population research. We will adapt five 
different rebalancing methods to the particular features of Twitter data and then produce five corresponding 
sets of weighted population estimates at the county level. The assessment of these different methods will 
be conducted in a split-sample design in two ways. One, we will use a random selection of counties from 
2014–2017 as “training” data and the remaining counties in the same years as “test” data. We will use the 
training data to assess the representativeness of Twitter data relative to census data for all U.S. counties, 
model the bias as a function of the differences between Twitter derived estimates and Census counts. Two, 
we will train the 2014–2015 data and test the 2016–2017 data. Here the question is whether the weighting 
procedures using older Census benchmarks, can be used to accurately track subsequent trends in 
population composition within counties. If successful, this endeavor will produce the necessary tool for 
social scientists to use Twitter data to study population characteristics and behaviors and social problems 
that cannot be measured well by traditional surveys.  
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Appendix 1. Representation Index by Age Groups in 2014 
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Appendix 2. Local Indicator of Spatial Association of Representation Indices in 2014 
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