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Abstract

One of the most important developments in the current era of social sciences is the
growing availability and diversity of data, big and small. Social scientists increasingly
combine information from multiple datasets in their research. While conducting statisti-
cal analyses with linked data is relatively straightforward, borrowing information across
unlinked data can be much more challenging due to the absence of unit-to-unit link-
ages. This paper proposes a new methodological approach for borrowing information
across unlinked surveys to predict unobserved distributions. The gist of the proposed
approach lies in the idea of using the relative density between the observed and unob-
served distributions in the reference data to characterize the difference between the two
distributions and borrow that information to the base data. The key benefit of this
approach is that it relaxes the conditions of comparable sample representativeness and
comparable measurement across data, and instead relies on the assumption that the
relative density between the observed and unobserved distributions is the same or very
similar across data. It also has the additional advantage of allowing the researcher to
borrow information about the entire distribution, rather than a few summary statistics.
The approach also comes with a method for incorporating and quantifying the uncer-
tainty in its output. We illustrate the formulation of this approach, demonstrate with
simulation examples, and then apply it to address the problem of employment selection
in wage inequality research.



INTRODUCTION

One of the most important developments in the social sciences of the current era is the grow-
ing availability and diversity of data. Social scientists draw inference about social processes
not only by using a single dataset, but also, and increasingly so, by combining information
from multiple datasets and taking advantage of their differential strengths. There are two
types of setups for combining information across data. The first type is linked data — that is,
datasets in which a unit-level identifier is available for mapping observations in one dataset
to their records in another dataset. For example, micro-data from household surveys can be
linked to individuals’ administrative tax and benefit records using the Social Security Num-
ber (SSN) or a protected identification key (PIK) (Abowd et al., 2006; Grusky et al., 2015).
The second type is unlinked data — that is, data sets that do not share a common identifier
which allows for unit-to-unit linkage. For example, while the major national surveys in the
United States, such as the Current Population Survey and the Panel study of Income Dy-
namics, contain useful information about various aspects of individuals and households, it is
difficult to link individuals in one survey to another because of the lack of publicly available
individual-level identifiers across these surveys.

Conducting statistical analysis with linked data is usually not much different from
analyzing a single data set, because the linkage keys allow the researcher to directly merge
two data matrices. Yet, borrowing information across unlinked data can be much more
challenging. While aggregate-level measures, such as mean and variance, within subgroups
of population can be borrowed across the data, two conditions are usually required. The
first is comparable sample representativeness: the data should be representative of the same
or similar population. For example, we can borrow information on wage distributions from
the PSID to CPS, assuming that they are both representative of the general population after
appropriate weights are applied, but we cannot always directly borrow distribution of wages
from a single firm to all firms because they are not representative of the same population.

The second is comparable measurement: the key variable whose distribution we want to



predict needs to be measured consistently across data. For example, if we would like to
directly borrow income distribution across two data sets, we need to assume that the income
variable is measured consistently in these two data. The requirement of these two conditions
for borrowing variable statistics across unlinked data substantially limits the possible data
whose information we can combine across.

This paper proposes a new methodological approach for borrowing information across
unlinked data to predict unobserved distributions. Specifically, this approach can be used
in scenarios where some variable of interest is unobserved for part of the sample in the one
data set but this unobserved distribution can be observed or measured using a proxy in an
external, unlinked data set. The gist of the proposed approach lies in the idea of using the
relative density between the observed and unobserved distributions in the reference data
(i.e. the data set with a smaller sample but containing information on the unobserved
distribution) to characterize the difference between the two distributions and borrow that
information into the base data (i.e. the main data set with a larger sample but containing no
information on the unobserved distribution). The methodological approach for constructing
the relative density builds on the statistical literature on relative distribution methods, also
known as grade transformation (Cwik and Mielniczuk, 1989; Handcock and Morris, 2006).
The key benefit of this approach is that it relaxes the conditions of comparable sample
representativeness and comparable measurement across data, and instead relies on a different
assumption: that the relative density between the observed and unobserved distributions is
the same or similar between datasets. One additional advantage of the relative density
approach is that it allows the researcher to borrow information about the shape of the entire
distribution, rather than a few summary statistics.

We start with describing our key motivating example — the problem of employment
selection, also known as the sample selection bias — in wage inequality research. Employ-
ment selection problem happens when the wages are observed for those who are working but

unobserved for those who are not working, and that the observed distribution differs system-



atically from the unobserved distribution. We follow up with a discussion on the strengths
and limitations of previous approaches. Then, we introduce our analytic approach using
both mathematical formulation and simulation examples. Finally, we apply the approach
to the empirical analysis of wage inequality over the past two decades in the United States,
focusing specifically on the ways in which accounting for the unobserved wage distribution

among the nonworkers will affect our conclusions about wage inequality.
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